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Abstract 
 

Various publications have identified Beacons to play a key 
role in program comprehension. Beacons are code 
fragments that help developers comprehend programs. It 
has been shown that expert programmers pay more 
attention to Beacons than novices. Beacons are described 
as the link between source code and hypothesis verification. 
Beacons are sets of key features that typically indicate the 
presence of a particular data structure or operation in 
source code. However, only little research has been done 
trying to identify and explain them in greater detail. It has 
been demonstrated that good variable and procedure 
names help in program comprehension. Documentation is 
beneficial as well. The so-called swap operation for 
variables is a strong indicator for a sorting algorithm. We 
conducted an eye tracking study using the EventStream 
software framework as the instrument to investigate 
programmers' behavior during a code reading exercise. 
Preliminary results suggest Beacons to be present when the 
longest fixation duration is thousand milliseconds or higher. 
Comparing participants with correct understanding versus 
participants with wrong understanding showed differences 
in focus of attention. Based on the study conducted, we 
suggest to consider "int k=(a+b)/2" as Beacons during 
program comprehension as well as lines of code which 
exhibit very long fixations above 1000 milliseconds. 

1. Introduction 
Programming is considered a challenging endeavor to 
undertake. But what makes it so hard?  The fact is people 
spend a long time to actually learn how to program. 
Programs cannot easily be written down. Rules and 
constraints have to be considered for the code to function 
properly. Wiedenbeck, Soloway, von Mayrhauser et al. 
suggest that people use different approaches to unders tand a 
program. Research by Brooks, Letovsky, Littman et al. 
shows comprehension to be top-down, bottom-up, 
knowledge based, as-needed, control flow based and 
integrated. Most studies have been conducted with paper 
and pencil tests. Eye movements have rarely been used to 
identify eye scanning patterns during software 
comprehension [19][21][22]. 

How does a programmer perceive code? What types of 
scanning patterns are used during the comprehension 
process? Do all programmers use the same techniques, i.e. 
scanning patterns to understand a program? Do 
programmers with varying experience levels show different 
traits?  

 

Eye movement studies by Crosby and Stelovsky [21]  
have determined that people use a variety of scanning 
patterns. Programmers' strategies range from single scan to 
multiple scan, i.e. programmers scan through the code once 
or several times to understand it. Some developers focus 
more on numbers, while others focus more on text. Some 
people use comparative strategies during the 
comprehension process. Other studies suggest that 
programmers use Beacons. 

It has been shown that good variable and procedure 
names help in program comprehension. Documentation is 
beneficial as well. The so-called swap operation for 
variables is a strong indicator for a sorting algorithm. It has 
been shown that expert programmers pay more attention to 
Beacons than novices. Various publications have identified 
that Beacons play a key role in program comprehension. 
Beacons are code fragments that help developers 
comprehend programs. Experienced programmers rely on 
Beacons to guide their comprehension process. Brooks 
describes Beacons as the link between source code and 
hypothesis verification [11]. Wiedenbeck claims that 
Beacons are a set of key features that typically indicate the 
presence of a particular data structure or operation in source 
code [87]. However, very little research has been done to 
try to identify and explain them in greater detail.  

So, how can eye movement data be used to explain why 
some scanning patters yield better results than others? Can 
scanning patterns be classified in a meaningful way and 
how do they relate to other studies that focus on models of 
program comprehension such as top-down or bottom-up?  

An empirical study was conducted to identify scanning 
patterns in program comprehension. Twelve algorithms 
were shown to participants who had to recognize and name 
them correctly. An eye Tracking System and the 
EventStream software framework [4][28] were used as the 
instruments to evaluate people's eye movements during 
comprehension. Scanning patterns were analyzed to support 
or deny the notion of Beacons.  

2. Related Work 
Several models have been proposed to explain how 
software developers understand programs. Software 
comprehension has been described as top-down by Brooks 
[11], bottom-up by Basili and Mills [6][73], knowledge 
based by Letovsky and Soloway [53], as-needed by Littman 
and Pinto [54][76], control-flow based by Green and 
Pennington [35][58][59] and integrated by von Mayrhauser 
[85]. While the integrated model of program 
comprehension has been published most recently, there is 
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no clear evidence on why people scan through code the way 
they do. 

Domain level knowledge is important when 
programmers attempt to understand a program. Especially 
in object oriented languages Ramalingam and Wiedenbeck 
describe domain level knowledge as imperative [67]. 
Application domain knowledge has been shown beneficial 
for program comprehension. People that are familiar with a 
domain tend to understand programs better than people that 
are not familiar with the domain. Research by Shaft, Vessey 
and von Mayrhauser indicates the top-down approach is 
used to scan through source code. While bottom-up is used 
if people are unfamiliar with a particular application 
domain [16][51][72][84]. 

Experience level can be defined as the number of years 
programming [15]. However, other factors exist that 
influence experience level including intellectual capability, 
knowledge base, cognitive style, motivation level, personal 
characteristics and behavioral characteristics [23]. 
Cognitive factors have been found to play an important role 
in programming proficiency [9][27]. Research by Adelson 
shows expert developers rely on abstract problem 
descriptions to understand code. Experts use a semantical 
approach in the comprehension process. Novices on the 
other hand are driven by how a program works syntactically 
rather than what a program is doing semantically [2].  
Davies, Green, Soloway and Ehrlich argue that experienced 
programmers use programming plans during program 
comprehension [24][34][36][69][75]. Experts use more 
advanced strategies such as the top-down model and 
Beacons when trying to understand a program. But results 
vary and are inconclusive [30][52]. Little is known on how 
people become experts. Evidence suggests that some people  
are more skilled than others, independent of the number of 
years programming. However, little proof is given on the 
reason why. 

Other research focuses on mental representations used by 
software developers during program comprehension. People 
build a mental image when trying to understand code 
[58][61]. Winner and Casey argue that non-verbal IQ is 
important for mental imagery in a field [88]. Also spatial 
rather than visual images are used when programmers build 
an abstract mental model of a problem [55]. Some studies 
address the rationale why programmers use a particular 
strategy to understand a program. The Information-
Foraging theory by Pirolli and Card [63][64] has been 
successfully applied to anthropology [74], biology [77] or 
information retrieval in the World-Wide Web by explaining 
peoples' behavior as an evolutionary concept. However no 
success can be reported for other fields such as program 
comprehension in computer science.  

Research by Tenny and Woodfield has shown that 
comments, documentation and meaningful variable or 
procedure names are beneficial to program comprehension. 
Good indentation correlates with code understanding as 
well. A study by Miara, et al. found three levels of 
indentation to be the optimal size [12][52][56][65][81][89]. 
Knuth uses Literate Programming [50] to improve the 
readability of software. However, Literate Programming 

has not been applied well in industry. It is argued the 
tradeoff between readability and time to write a program in 
literate style is too high to be beneficial for professional 
companies. Therefore, Literate Programming is not very 
well accepted outside of Academia.  

Baecker, Bednarik, Hendrix and Storey focus more on 
tools, than on program comprehension itself 
[7][8][17][37][70][80]. Tools that enhance the readability 
of programs have been shown to be beneficial. In particular 
tools that try to improve the visualization of large data 
structures on the one hand and single lines of code on the 
other hand. Fisheye views are used to display large 
programs allowing browsing from a fish eye perspective. 
Fisheye views are used to replace scroll bars by magnifying 
selected areas while the rest of the text or imagery is 
displayed as tiny text or graphics. Fisheye views have been 
found superior compared to flat views [31]. Control 
structure diagrams [37] are used to enhance the readability 
of loop or conditional structures. 

Several studies have been published that describe the 
various aspects of people trying to understand code. 
However, there is only limited evidence of how 
programmers perceive code. There is a lot of information 
about how but not why people read and comprehend 
programs  the way they do.  

2.1. Beacons and Chunks 
Studies related to Beacons and eye tracking have been done 
sparsely. Beacons are described in numerous publications. 
Gellenbeck and Cook argue that it is not clear if Beacons 
really exist [33] and if they do, how they manifest 
themselves. Beacons are defined as a guide that 
programmers use during their code reading process. Brooks 
describes Beacons as providing the link between the 
process of verifying hypotheses and the actual source code 
[11]. Wiedenbeck describes Beacons as sets of key features 
that typically indicate the presence of a particular data 
structure or operation in source code [87]. Beacons are 
particularly useful during the top-down model of program 
comprehension. Meaningful variable and procedure names 
have been described as Beacons. The swap operation has 
been shown to be a Beacon and to be beneficial in 
comprehension as well [11][19][21][45][66][87].  
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Chunks are described as code fragments in programs. 
Available literature shows Chunks to be used during the 
bottom-up approach of software comprehension. Chunks 
vary in size. Several Chunks can be combined into larger 
Chunks  [5][14][26][37][47][57][59][66][73][75][83]. 

Beacons and Chunks share similarities. Both are defined 
as code fragments. Figure 2.1 combines various theories 
describing Beacons and Chunks into one diagram. "B"  
represents a Beacon, while "C" represents a Chunk. How 
Beacons and Chunks exactly help programmers understand 
code has still to be defined. 

Tracking the participant's eye movements can show their 
focus of attention. Numerous studies not related to 
computer science have been conducted. People were found 
to use fixations and saccades while they look at texts or 
imagery. Research by Zelinsky describes fixation on an 
object depends on the time to inspect the object and the 
time to comprehend it [90][91][92]. Does the same apply to 
reading code? 

How does one set apart Beacons and normal code? 
Which lines of code qualify as Beacon; which lines of code 
don't? The question can't be answered with a simple yes or 
no. An answer based on a continuous scale is far more 
feasible. A swap operation could be rated as 95% Beacon 
likely, while a simple loop statement might for example get 
a 33% Beacon score. How does one define such a scale?  

Eye movement research is well established in text 
reading and image recognition. However only a few studies 
have investigated programmers while they were reading 
code [19][21][22]. Programmers use various strategies to 
comprehend software. People's scanning techniques change 
from single to multiple scan eye movements. It has also 
been found that some people focus more on numbers, while 
others focus more on text. Scanning patterns range from 
top-to-bottom to left-to-right strategies. Rereading is a 
common practice as well. Bednarik found novices exhibit 
higher mean fixation durations than more experienced 
programmers [8]. There has no relationship been 
established between expertise and reading strategy. 

Putting it all together, there is a lack of studies analyzing 
eye scanning patterns. Different models of comprehension 
such as top-down or bottom-up have been identified and 

could be verified by analyzing the participants' eye 
movements. Eye movement research gives more insight 
about what a programmer is looking at during the 
comprehension process. 

3. Code Reading Experiment 
An empirical study was conducted to identify scanning 
patterns and Beacons in code. Twelve algorithms were 
shown to participants who had to identify them and answer 
a number of questions. An ASL eye tracking system [3] 
was used to record eye movements during the experiment. 
The EventStream Framework was utilized as the instrument 
for setting up the experiments, data recording and data 
analysis.  

3.1. Participants 
The study was conducted during the last weeks of fall 
semester 2004 at the Adaptive Multimodal Interaction 
laboratory [1], University of Hawaii at Manoa. Participants 
were recruited from a third year computer science class and 
given extra credit for participation. Fifteen participants 
performed the experiment which was one hour or less in 
duration including the filling out the pre-questionnaire, the 
post-questionnaire and the consent form. 

3.2. Materials  
The experiment was geared towards elaborating scanning 
patterns and Beacons in code. The study consisted of three 
parts: 
• Pre-Questionnaire to evaluate programming expertise 

and interest. 
• Experiment  to record eye movements during program 

comprehension.  
• Post-Questionnaire to evaluate tasks and satisfaction 

with the experiment. 
The pre-questionnaire asked questions about the experience 
level; the number of years programming; academic standing 
and programming languages known. Programming interest 
and motivation for participation were evaluated as well. 
The post-questionnaire asked about the difficulty level of 
the tasks performed. Furthermore problems encountered 
and satisfaction with the experimental setup was evaluated. 

The experiment consisted of the recursive and non-
recursive versions of six algorithms. Java is the primary 
language used to teach programming at the University of 
Hawaii. Therefore, all algorithms were shown in Java. 
These were the algorithms used: 
• Sum algorithm - Sums  up the items in an array. 
• Exponent algorithm - Calculates a to the power of b. 
• Factorial algorithm - Returns factorial of n. 
• Binary search algorithm - Returns the index of an item 

in an array. 
• GCD algorithm - Returns the greatest common divisor 

of two numbers. 
• Fibonacci algorithm - Returns the nth element of the 

Fibonacci sequence. 

Figure 2.1 - Beacons and Chunks 
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Given the algorithms, two sequences of the tasks were 
created. The six algorithms were shown in both recursive 
and non-recursive form, following the Java style guidelines 
by Vermeulen et al. [82]. Recursive and non-recursive 
algorithms were displayed alternately. For each version, 
three algorithms were shown in the recursive form first, 
while the other three algorithms were shown in the non-
recursive form first. Figure 3.1 depicts the two sequences 
created. 

 
Version 1 
1. Factorial (recursive) 
2. Sum (non-recursive) 
3. Binary Search (recursive) 
4. Exponent (non-recursive) 
5. GCD (recursive) 
6. Fibonacci (non-recursive) 
7. Exponent (recursive) 
8. GCD (non-recursive) 
9. Fibonacci (recursive) 
10. Factorial (non-recursive) 
11. Sum (recursive) 

    12. Binary Search (non-recursive) 
Version 2 
1. Factorial (non-recursive) 
2. Sum (recursive) 
3. Binary Search (non-recursive) 
4. Exponent (recursive) 
5. GCD (non-recursive) 
6. Fibonacci (recursive) 
7. Exponent (non-recursive) 
8. GCD (recursive) 
9. Fibonacci (non-recursive) 
10. Factorial (recursive) 
11. Sum (non-recursive) 
12. Binary Search (recursive) 

Figure 3.1 - Sequence of Tasks 

 
The participants were divided into two groups, one group 
given task sequence version one, the other group given 
version two. 

3.3. Procedure  
The experimental session began by explaining the 
laboratory setup with the eye t racking system. The 
participants then filled out the consent form and the pre -
questionnaire. The participants were seated in front of the 
computer monitor and the eye tracking system calibration 
was performed. 

The experiment was started and twelve tasks were given 
to the participants. Each task required a participant to 
identify and name an algorithm correctly. Two oral 
questions were asked. The questions were about what the 
algorithm was doing and how the participants found out 
about it. The correctness of the answers was determined by 
(a) the participant naming the algorithm correctly or (b) the 
participant describing an algorithm in adequate detail. For 

example, answers by a participant not able to name the 
factorial algorithm, however describing it as "1*2*3*…*n" 
were counted as correct. Answers describing an algorithm 
line by line rather than by its purpose were counted as 
incorrect. After all the tasks were completed, participants 
were handed out the post-questionnaire.  

3.4. Results  
Post-questionnaire evaluation showed participants satisfied 
with the experiments overall. Fourteen out of fifteen 
participants responded they would be willing to sign up for 
the same study again. No complaints were recorded from 
participants. 

For the twelve algorithms shown to the participants, a 
total of fifteen hours of data was collected during the 
experimental sessions. A repeated measure analysis shows a 
significant difference for correctness of answers between 
the six recursive and the six non-recursive algorithms, 
F(1, 5) = 2.56, p = .036. A significant effect is observed as 
well for subjects encountering the recursive algorithm first 
or vice-versa the non-recursive algorithm first, F(1, 5) = 
2.77, p = .025. Participants exhibited learning as they 
performed better when they saw an algorithm the second 
time. No statistical differences were observed on the time 
spent by the participants to comprehend the various 
algorithms.  

A separate analysis for each of the algorithms comparing 
participants who got the answers wrong with participants 
who got the answers right, shows no difference on what 
people look at or deem important for understanding. The 
exception is the non-recursive binary search algorithm. 
Subjects who got the answer right, focused more on line 
"int k= (a+b) / 2", F(1, 11)  = 5.36, p = .041. The same 
however isn't true for the recursive counterpart, 
F(1,  11)  = 0.84, p  = .38. For most algorithms, the ratio of 
correct answers to wrong answers was fairly different. 
Distribution of correct and wrong answers was uneven. In 
regard to the non-recursive binary search algorithm, the 
distribution was six people correct and seven people wrong. 
For other algorithms, the unbalanced distribution prevented 
making any comparisons.   

Tests of within subjects effects show that participants 
behaved as individuals. Analysis of time spent, 
F(1,  5)   =  10.0, p < .001, and correct answers recorded, 
F(1, 5) = 3.61, p < .001, are highly significant. Also, eye 
movement speeds, F(1, 5) =  .49, p = .069, suggest inherent 
differences between the way participants view programs.  

Interesting findings can be reported from evaluating 
means. One sample t-test returned highly significant results 
for participants focusing on the many lines of code, t > 5, 
df  = 12, p < 0.01. Some lines appear to draw higher interest 
(fixation duration average, longest fixation) from 
participants than others. Comparing recursive algorithms 
with their non-recursive counterparts showed similar traits 
in interests for similar code fragments. The average longest 
fixation duration for "int k = (a+b) / 2" is 1062ms for the 
recursive binary search, 1039ms for the non-recursive 
version. Neither correlation, nor ANOVA confirmed or 
disproved the findings.  
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Correlation of subjects on what line numbers they looked 
at the most and als o said they deemed important for 
understanding returned no significant results. Some 
participants knew which line number they looked at the 
most and were also able to name them. However, even 
though some of the participants knew what they were doing, 
a paired samples t-test didn't yield any conclusive results. 
Knowing where you look and knowing what an algorithm 
does showed no relation at all, t = -1.84, df = 12, p = .091. 
Asking people what they deem important appears not to be 
a reliable way of determining Beacons or important lines in 
code. 

Comparing correctness of answers versus programming 
interest exhibits an increase in correct answers for 
participants with higher interest in programming. A linear 
regression analysis returned no significant difference, 
R2 = .13, F(1, 13) = 1.97, p = .18. Further studies are 
needed to verify these results. No correlations were 
observed between number of years programming, 
correctness of answers and programming interest. No 
relations were established for pupil size and eye blinks. 
Pupil size and eye blinks appear to be very individualistic 
and different for each of the participants. 

Overall Correctness 
Table 3.1 depicts the correctness of answers recorded for 
the algorithms in the study. Comprehension for factorial 
and sum algorithms is very high. On the other hand, GCD 
and Fibonacci were hard to understand.  

  

Algorithms Recursive  Non-
Recursive  Both 

Factorial 100% 79% 90% 

Sum 79% 87% 83% 

Binary Search 66% 45% 55% 

Exponent 52% 66% 59% 

GCD 7% 7% 7% 

Fibonacci 6% 0% 3% 

Total 52% 47% 49% 

Table 3.1 - Correct Answers for Algorithms  
 

Correct vs. Wrong 
Comparing participants with correct answers to participants 
with wrong answers returned no significant results for most 
algorithms. Differences were observed only for the non-
recursive binary search algorithm. For all the algorithms, 
with the exception stated above, participants, correct or 
incorrect, focused on the same lines of code or named the 
same areas as important.  

No relation was established between lines of code 
participants looked at and line numbers they said were 
important for understanding. What participants looked at 
didn't correlate with what participants said. Subjects didn't 

spend more time on line numbers that they said were 
important. Neither did they spend less time. 

Considering the binary search algorithm, participants 
who identified the algorithm correctly focused more on line 
numbers four and five (+). Subjects, who got it wrong, 
mentioned line numbers six and seven more frequently (-). 
They were also fixating more on line number one (-). See 
Figure 3.2. 

 
   
  1- public int do(int list[], int value) { 
  2    int a = 0; 
  3    int b = list.length - 1; 
  4+   while (a != b) { 
  5+     int k = (a + b) / 2; 
  6-     if (value > list[k]) { 
  7-       a = k + 1; 
  8      } 
  9      else { 
 10        b = k; 
 11      } 
 12    } 
 13    return a; 
 14  } 
 

Figure 3.2 - Non-Recursive Binary Search Algorithm 

 
The differences are significant for line number five, 
F(1, 11) = 5.36, p = 0.041. The same doesn't hold true for 
the recursive binary search algorithm, F(1, 11) = 0.84, 
p  = .38. It appears for the non-recursive version, 
"int k=(a+b)/2" is a Beacon for program comprehension. 
More tests are needed to verify or dismiss these results. 

Preliminary data indicates people better at programming 
focus more on recursions and loops, people less skilled 
more on conditional statements and line number one.  None 
of these results were statistically significant. 

Lines of Interest 
Interesting findings can be reported from evaluating means. 
One sample t-test returned highly significant results for 
participants focusing on the many lines of code, t > 5, 
df  =  12, p < 0.01. Some lines appear to draw higher 
interest (fixation duration average, longest fixation) from 
participants than others.  

Fixation duration average refers to the portion of fixation 
time to total time per algorithm spent on a particular line of 
code. Longest fixation refers to the longest fixation duration 
that occurred on a particular line of code. Values were 
averaged for all participants , correct and incorrect. It 
appears participants used the same lines of code for 
comprehension. 

The longest fixation duration appears also to be related 
for similar statements. Considering the binary search 
algorithm, the average longest fixation duration for 
"int k=(a+b)/2" is 1062ms for the non-recursive binary 
search, 1039ms for the recursive version. 
"if  (value > list[k])" exhibits a 1191ms longest fixation in 
the non-recursive version, 1017ms in the recursive 
counterpart.  
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Considering the exponent algorithm, "k = k * a" exhibits 
a 829ms longest fixation (non-recursive), "a * do(a, b - 1)"  
exhibits 842ms (recursive). Both statements are related, 
however modified to fit into the recursive and non-recursive 
version of the algorithm. The same was found for the 
factorial algorithm with 947ms and 894ms. The sum 
algorithm exhibits  786ms and 712ms.  

Similar statements seem to take similar time for 
comprehension. Similar traits were observed for GCD and 
Fibonacci. ANOVA didn't return any significant results 
regarding similar statements. However, similar statements 
didn't differ more than 200ms for the longest fixation 
duration. 

The fixation duration average and longest fixation for the 
first line of code were found to be almost always larger for 
the recursive algorithms. Although that seems interesting, 
the complexity of the first line of code for the recursive 
algorithms was higher than for their non-recursive 
counterpart.  

3.5. Discussion 
Using the EventStream software framework as the 
instrument for the program comprehension study, each line 
of code was analyzed based on its longest fixation average. 
Some lines were found to have much higher fixation 
duration than others.  

The sum, factorial and exponent algorithms didn't have 
any longest fixation average above 1000ms. This can be 
explained by the simplicity of these algorithms. Code 
statements were of rather elementary nature. For the other 
algorithms, statements in Table 3.2 were found to be over 
1000ms. 

 

 Recursive  Non-Recursive  

Binary 
Search  

int k = (a + b)/2;   
? 1062ms 
if (list[k]<value) {  
? 1191ms 

int k = (a + b)/2;      
? 1039ms 
if (value>list[k]) {  
? 1117ms 

GCD 
return do(b%a,a);       
? 1371ms 
 

 

int k = a;                           
? 1209ms 
a = b % a;                           
? 1216ms 

Fibonacci  
return do(n-1,b,a+b);   
? 916ms 
 

 

b = a + b;                           
? 1062ms 
a = b - a;                           
? 1191ms 

Table 3.2 - Lines of Code with a Longest Fixation 
Duration greater than 1000ms  

It appears lines crucial to the comprehension process have a 
higher longest fixation average. "int k = a" and "a = b % a" 
are rather simple statements by themselves, but are 
important for the comprehension process and draw higher 
interest from programmers than other lines. Statistical 
analysis didn't yield any significant results regarding 
Beacons, but it can be hypothesized that these lines of code 
are crucial to comprehension and could thus be considered 
as important during program comprehension. 

For reading, fixations are typically 200-250 milliseconds 
in length. Fixation on an object depends on the time to 

inspect the object and the time to comprehend it 
[29][68][90][91][92]. For fixations far above 200-250, this 
time difference can be assumed to be used for information 
processing. For fixations 1000 milliseconds or above, at 
least 750-800ms are used for information processing. This 
number indicates that at least part of code reading can be 
categorized as problem solving rather than searching. 
However, not all fixations are long. Program 
comprehension appears to be a combination of searching 
and problem solving. 

4. Contributions and Future Directions  
So far, very little effort has been made to assess people's 
eye movements during code reading. Eye movements show 
where programmers focus their attention. Eye movements 
can be used to evaluate areas of interest for programmers 
that help their comprehension process. This knowledge in 
turn can be used to help software developers in the 
following ways: 
• Create programming languages that better satisfy their 

needs: 
- Identify areas that are hard to comprehend and revise 

them. 
• Create development environments that increase 

programmer's efficiency and quality of code: 
- Code/Beacon Highlighting 

• Define better teaching methods: 
- What do experts look at compared to novices? 
- What to look at during debugging / error search. 

• Integrate eye-tracking into the code reading process: 
- Does a programmer focus on the correct area in code? 

 

A comparison of people with correct comprehension versus 
people with wrong comprehension didn't yield any 
conclusive results regarding their scanning behaviors. The 
only exception was the non-recursive binary search 
algorithm. Subjects who got the answer right, focused more 
on line "int k=(a+b)/2". This result corresponds to previous 
research [19]. There are code fragments that set apart less 
and more experienced programmers.  

Evaluating fixation mean times shows some lines of code 
draw higher interests from programmers than others. It is 
hypothesized that the longest fixation average, as identified 
by the EventStream software framework, indicates Beacons 
in code. The longest fixation average is similar for related 
statements. Results are highly significant regarding the 
fixation time. Combining these two results we come up 
with two types of code fragments that help during 
comprehension: 

1) Lines which are used by experts during the 
comprehension process: int k=(a+b)/2 

2)  Lines which are used by both experts and novices 
equally during the comprehension process 

Statement 1) appears to follow Brooks' description of 
Beacons: Beacons provide the link between the process of 
verifying hypotheses and the actual source code [11]. 
Expert developers rely on abstract problem descriptions to 
understand code. Experts use a semantical approach in the 
comprehension process [2][24][34][36][69][75]. Thus, it 
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can be assumed that experts use hypotheses and follow 
Brooks' description of Beacons. This explains Statement 1): 
experts focus more on certain lines than novices. 

Statement 2) appears to follow Wiedenbeck's description: 
Beacons are sets of key features that typically indicate the 
presence of a particular data structure or operation in source 
code [87]. Both experts and novices focus on certain lines 
equally, which would explain Statement 2). 

Therefore, the author of this document suggests adding 
the following code fragments to the list of Beacons, which 
follow the theorems by both Brooks and Wiedenbeck:  
• Statement 1): "int k=(a+b)/2"  
• Statement 2): Content of Table 3.2  
• Statement 2): Code Fragments with an average longest  

                       fixation of 1000ms or higher  
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